
Deborah G. Mayo 

Despite increased public concern over the social 
consequences of policies regarding hazardous sub- 
stances and practices (e.g., nuclear technology, 
toxic wastes, carcinogenic substances), there has 
not been adequate public representation in the 
controversial decisions upon which these policies 
are based. The problem of inadequate public par- 
ticipation in controversies is therefore often raised 
in interdisciplinary studies of science, technology, 
and society. In a recent issue of Science, Tech- 
nology, & Human Values,~ for example, it was a 
common theme running through a diverse set 
of essays on the role of technical knowledge in 
regulatory decisionmaking. As those essays dem- 
onstrated, although many policy analysts appar- 
ently agree on the importance of public partici- 
pation, there is no clear consensus about how the 
problem should be tackled and about what role, 
if any, interdisciplinary work in science studies 
can play. 

The problem of public participation in decisions 
on hazardous technologies arises out of the tension 
between the need for scientific expertise in as- 
sessing hazards and the desire that people in a 
democracy have control over important social de- 
cisions. Differing attitudes toward public partic- 
ipation reflect differing views on the nature and 
importance of the technical-scientific components 
of hazard regulation and the policy value ones. 
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What all discussions of the problem appear to 
share, however, is the idea that the public's par- 
ticipation (and, by inference, its interest) focuses 
not on technical-scientific issues but on issues 
concerning policy values. 

I shall suggest a shift of focus to a set of tech- 
nical-scientific and, in particular, statistical issues 
for increasing the public's ability to understand 
and resolve controversies involving hazards. 
Stressing the importance of such scientific issues- 
especially if statistical complexity is involved- 
is not usually seen to go hand in hand with the 
aim of promoting democratic control of policy. 
Technical-scientific complexity, it is often argued, 
is precisely what precludes lor at least discourages) 
participation by the lay public. If, however, social 
values are to be reflected adequately in hazard 
regulations, then the public must be given tools 
for understanding and criticizing the statistical 
hazard assessments underlying them. I am not 
suggesting that laypersons be taught the formal 
techniques found in statistics texts. The ability 
to apply formal rules (or "recipes") does not confer 
the critical astuteness needed for effective public 
influence. The rules needed for critically examining 
statistical hazard assessments are, in fact, one 
level removed from mathematical statistics itself. 
Thus they may be referred to as metastatistical 
tools. 

In this article, I shall develop two metastatistical 
tools and demonstrate their value for resolving a 
problem in hazard assessment which is often at 
the heart of policy controversies-namely, the 
problem of interpreting what negative statistical 
results indicate about the true extent of a sub- 
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stance's hazard. My strategy will be first to discuss 
in a general fashion the problem of participation 
and to suggest how it might be tackled. Next, I 
will illustrate the problem by reference to a specific 
case study, and then I will develop and apply a 
set of metastatistical tools to that case. 

I am focusing this article on the nature of me- 
tastatistical tools and their value for public par- 
ticipation. I do not intend to recommend how the 
resulting participation is to be implemented or 
how the participants should be chosen (see Note 
40}. Although these latter issues must also be 
addressed in a complete metastatistical program, 
the tools themselves are primary regardless of 
how the logistics of participation are sorted out. 
Most importantly, the nature of these tools de- 
termines the role it is plausible to expect the 
public to play.2 

Carrying out such a metastatistical program re- 
quires considerations from diverse fields and is a 
task uniquely suited to work in interdisciplinary 
studies of science. By pursuing this task, science 
studies can play a dynamic and socially significant 
role in promoting effective public influence in 
shaping policies and resolving controversies. 

The Growing Problem of Public 
Participation and the Metastatistics of 
Hazard 

Stages of Hazard Analysis 

Hazard analysis is a multi-faceted enterprise 
that can be divided into three very broad stages: 
1) data generation, 2) hazard assessment, and 3) 
hazard evaluation.3 

Data generation includes (retrospective) case- 
control studies, and (prospective) randomized 
treatment-control experiments. For example, many 
studies were conducted in the 1960s and 1970s 
to obtain data on the hazards associated with oral 
contraceptives. One of the most controversial 
hazards investigated was that of thromboembolic 
diseases. 

On the basis of data collected in such studies, 
statements of the hazards associated with the 
substance in question are made. Typical examples 
of hazard assessments are found in the reports 
on oral contraceptives by the Advisory Committee 
to the U.S. Food and Drug Administration (FDA) 
in 1966 and 1969, respectively: 

The data .. . are not adequate to confirm or refute 
the role of oral contraceptives in thromboembolic 
disease. They do, however, suggest that if oral 
contraceptives act as a cause they do so very 
infrequently relative to the number of users.4 

The fact remains that in the prospective trials of 
oral contraceptives [reported in a given study], 
no excess risk of thromboembolism has been 
shown.5 

These hazard assessments can be distinguished 
from subsequent hazard evaluations, which ex- 
plicitly involve weighing benefits against risk. On 
the basis of the hazard assessments of the pill, 
for example, the 1966 Advisory Committee to the 
FDA made the following hazard evaluation: "The 
committee finds no adequate scientific data, at 
this time, proving these compounds unsafe for 
human use."6 The notion of "safety" is acknowl- 
edged to involve weighing benefits against risk, 
and the follow-up FDA report in 1969 makes the 
consideration of benefits explicit: 

When these potential hazards and the value of 
the drugs are balanced, the Committee finds the 
ratio of benefit to risk sufficiently high to justify 
the designation safe within the intent of 
legislation.7 

Relating hazard assessments to hazard evalu- 
ations, and to any subsequent policies, involves 
a deliberate and explicit injection of various so- 
cietal policy values. As is typical for such 
evaluations, the FDA Advisory Committee's 
evaluations gave rise to such controversial policy 
questions as: What is the meaning of the double 
negative "no proof of unsafety" or of "safe within 
the intent of legislation"? How are benefits to be 
weighed against risks, and to whom should these 
apply? 

In contrast, the entry of values in relating data 
to hazard assessments is rarely made explicit, if 
it is not wholly denied. A common idealized view 
of hazard analysis is the following: A qualified 
expert makes a value-free assessment of the haz- 
ards involved; societal groups indicate the values 
they attach to certain hazards; and then, by some 
means appropriately sensitive to the two com- 
ponents, a hazard evaluation is reached. Echoing 
this ideal, Howard Raiffa, in a report to the Na- 
tional Academy of Sciences, argues that hazard 
assessments should meet the following criterion: 

Free from the values of policy values. Report 
should not prejudge policy conclusions. Values 
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appropriate to policy evaluation should not in- 
fluence assessments of uncertainties.8 

Consequences of Finding All Stages of Hazard 
Analysis Imbued With Values 

Many recent analyses of values and public policy 
seem to cast doubt on the possibility of satisfying 
Raiffa's criterion. These analyses argue that values 
impinge, not only at the hazard evaluation stage, 
but at the hazard assessment stage as well. Hazard 
assessments, it is argued, involve value-laden 
judgments both in generating data and in inter- 
preting results. 

If even hazard assessments are not free of policy 
values, then the public, in a democratic society, 
should have some means to ensure that these 
assessments are sensitive to the values they hold. 
Understandably, the entrance of policy values at 
all stages of hazard analysis is stressed in many 
arguments to show the need for increased public 
participation in hazard regulation. Although such 
arguments have helped open up several new av- 
enues for public participation, the resulting par- 
ticipation has failed to reflect the broad societal 
concerns many hoped it would. Instead, as Harvey 
Brooks notes, "the economic interests have now 
learned how to use the newly created opportunities 
for public input to their own advantage."9 

The problem, as I see it, is this: The hazard 
analyses with the most openings for injecting value 
judgments (and thus most acutely threatened by 
bias and controversy) are those based on incomplete 
or inaccurate data.1? Yet these analyses rest on 
hazard assessments depending heavily on scien- 
tific, especially statistical, expertise and are densely 
shrouded in technical-statistical complexities. So, 
on the one hand, the area of statistical hazard 
assessment justifies the strongest arguments for 
public participation (as it has many openings for 
value-judgments). But on the other hand, it is an 
area in which the lay public is in the weakest 
position to participate-at least at present. 

Lack of statistical knowledge, if it does not 
keep the public out of technically intensive con- 
troversies entirely, is likely to render attempted 
public intervention ineffectual or actually counter- 
productive. As Baruch Fischoff and his colleagues 
remark: 

Citizens in a democratic society will eventually 
interfere with decisions in which they do not feel 
represented. When lay people do force their way 

into hazard decisions, their vehemence and tech- 
nical naivete may leave the paid professionals 
aghast, reinforcing suspicions that the public is 
stupid.11 

To forestall such mutual incomprehension, the 
public (or its representatives) requires an under- 
standing of the statistical evidence of hazards as- 
sociated with hazard evaluations. 

Instead of encouraging a careful look at the 
nature and role of statistical evidence, however, 
the increasing awareness that values may enter 
at all stages of hazard analysis has tended to deflect 
attention away from the statistical-scientific is- 
sues in resolving controversial hazard assessments. 
The political and scientific communities have 
failed to recognize that in minimizing scientific- 
statistical issues the problem of effective public 
participation is exacerbated. 

Why Decreasing Emphasis on Issues of 
Evidence Increases the Problem of 
Participation 

The key problems of public participation revolve 
around the public's inability to hold expert risk 
assessors accountable to the policy values of so- 
ciety. And, ironically, finding that hazard assess- 
ments may ultimately depend on policy values 
seems to have helped free the experts from being 
held responsible for their assessments. For one 
thing, the view that conflicting hazard assessments 
largely reflect conflicting policy values provides 
a warrant for denying the validity of any assess- 
ment leading to policies deemed unfavorable. In- 
dividuals are encouraged to view "expert scientific 
support" as something that can be enlisted for 
any position whatever. Methods of statistical haz- 
ard assessment are regarded with general mistrust, 
rather than as instruments for adjudicating con- 
troversial assessments objectively.12 

Moreover, if disagreements over hazard assess- 
ments are viewed as primarily disagreements over 
policy values, there would seem to be little jus- 
tification for criticizing an expert assessment as 
irresponsible or incompetent on objective scientific 
grounds. This situation provides regulatory agen- 
cies with a convenient defense against criticisms 
when their hazard assessments prove to be in- 
accurate.13 But, as I shall argue, the values ap- 
propriate at the stage of hazard assessment are 
scientific and evidential, not political. As such, 
there often is genuine warrant for criticizing hazard 
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assessments as invalid, and hazard assessors as 
incompetent or biased interpreters of data. Unable 
to scrutinize the evidence underlying assessments, 
the public-as well as many judges, lawyers, reg- 
ulators, and scientists-is unable to express such 
criticisms. As Marcel La Follette correctly notes: 

when policymakers and the public become im- 
patient with expert dissensus, they often lack 
sufficient understanding of the reasons for such 
disagreement and rarely are able to argue effec- 
tively ... A strong case for efforts to establish 
such understanding can be made for scientists, 
lawyers, and policymakers as well as for the 
public .... 14 

And this understanding requires a means for dis- 
tinguishing hazard assessments that are prejudged 
by policy values from those warranted by the evi- 
dence. Given its importance for participation, why 
has this understanding not been forthcoming? A 
rather disturbing, but no doubt partly correct, ex- 
planation is given in an article by Marc Roberts, 
Stephen Thomas, and Michael Dowling: 

Too many of the participants have good reasons 
not to distinguish scientific evidence from policy 
preferences, not to analyze carefully the various 
sources of technical disagreement and not to accept 
responsibility for some decisions or judgments.1$ 

Can Judgments of Policy Value Be 
Distinguished from Judgments of Evidence? A 
Problem for Philosophy of Statistics 

Failure to distinguish conflicts of scientific evi- 
dence from those of policy preference is not so 
much the result of deliberate attempts to insulate 
professionals from charges of incompetence as the 
failure to see how such a distinction can be drawn 
objectively. This deficiency in turn reflects a gen- 
uine misunderstanding of statistical evidence. 

Given the widespread use of statistical methods 
in science, most individuals tend to assume that 
their logical basis is not a subject of controversy, 
and that they are well understood by those who 
employ them. This is not true. The validity of 
even the most routinely used methods is the sub- 
ject of enormous confusion and philosophical 
controversy.16 Conflicting hazard assessments, and 
the problem of adjudicating them, are closely con- 
nected to the statistical and philosophical con- 
troversies over the possibility of interpreting 

statistical results objectively. The way in which 
these controversies intertwine is very poorly 
understood by both the experts and the lay public. 

The problem as usually perceived is this: Using 
statistical methods to reach hazard assessments 
requires "extra-statistical" judgments as to what 
data to collect, how large a sample to take, and 
what level of reliability to use. Most philosophers 
of statistics maintain that these judgments are 
necessarily subjective, reflecting pragmatic and, 
in this case, policy value considerations.17 Since 
any resulting statistical reports depend on these 
subjective choices, they too are necessarily colored 
by subjective policy values-or so many philos- 
ophers argue. If one accepts this argument, conflicts 
over hazard assessments should be treated as con- 
flicts over policy value. 

But this argument is erroneous; and conflating 
conflicts over hazard assessments and conflicts 
over policy values is a mistake. The judgments 
required in applying statistical methods to reach 
hazard assessments may reflect policy values, 
conventions, pragmatic considerations, or other 
factors. But it does not follow that given the sta- 
tistical method chosen, the question of whether 
a hazard assessment is warranted by the evidence 
need also be infected with the subjective values 
of the earlier judgments. Whether data warrant 
an assessment is an empirical question to which 
an objective answer can often be given;18 (that is, 
it may well meet Raiffa's criterion: "Free from 
the values of policy values"). 

A crude analogy may help. My interest in 
whether I have gained as little as one-half pound 
may be a matter of my subjective values. But 
whether a scale with a digital read-out in whole 
pounds, say, is a good tool for finding this out is 
not a matter of my subjective values. Neither is 
it a matter of pure logic. It involves empirical 
matters about the scale, the weighing conditions, 
my typical weight fluctuations, and so on. Whether 
or not a change in weight is detected depends on 
the type of scale chosen for the task. But given 
the scale chosen (as well as the weighing con- 
ditions), whether or not a gain is detected depends 
on how much I have actually gained! For this 
reason, knowledge of this dependency enables 
learning about my weight gain from the scale 
reading and expressing an interest in detecting a 
certain gain in terms of the scale that should be 
used. 

The function of the metastatistical tools I am 
suggesting is analogous to that served by knowl- 
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edge of the dependencies between scale used and 
actual weight gained. Lacking such knowledge 
prevents individuals from both understanding 
hazard assessments, and expressing their attitudes 
about hazards unambiguously to professionals 
purporting to elicit "what the public wants."19 
Diminishing the importance of such statistical 
knowledge has had the (mostly unintended) effect 
of hampering, not helping, the public in holding 
risk assessors and regulators accountable to societal 
values. 

Controversial Statistical Assessments of 
No-Increased Hazard: The Case of Oral 
Contraceptives 

These points are best elucidated by means of an 
actual case study. Although many studies con- 
ducted in the 1960s and 1970s were taken as evi- 
dence that oral contraceptives seriously increase 
the risk of blood-clotting disease, several re- 
searchers disagreed with this assessment. Paul 
David Stolley's 1977 review of the U.S. evidence 
reported: 

A study from Puerto Rico by Fuertes, et al., which 
was a randomized controlled trial of oral contra- 
ceptives, has reported no increased incidence of 
thromboembolic disease in persons taking the 
oral contraceptives ... this experiment is often 
cited as evidence that the case-control studies 
from the United States and from England, and 
observational cohort or prospective studies re- 
ported from England, may be finding a spurious 
association.20 

The specific hazard assessment reached by Fuertes 
et al.21 is that the statistical analyses of the Fuertes' 
data 

indicate that there is no significant difference in 
the risk of developing thrombophlebitis among 
pill users and among patients in the control group. 
(p. 262) 

Hazard assessments of this type may be abbreviated 
as No-Increase or NI-assessments. Because such 
hazard assessments are often the source of con- 
troversy, it is desirable to develop a general set 
of tools for their clarification. 

NI-assessments assert that, on average, the in- 

cidence of the hazard among those exposed to the 
treatment in question is no higher than the in- 
cidence of the hazard were they not so exposed 
(or were they exposed to some other treatment). 
But rarely is it possible to undo the treatment to 
observe what would have occurred if none of the 
experimental subjects had been given the treat- 
ment. When possible, what is done in such cases 
is carry out a comparative random experiment.21 
The idea of a comparative random experiment is, 
roughly, to assign the treatment randomly to half 
of the subjects studied, leaving the other half (the 
control group) untreated. At the end of the ex- 
periment, the average (i.e., the mean) numbers of 
subjects showing the effect of interest in the two 
groups are compared. 

In the Fuertes' study, from 1961 to 1969, ap- 
proximately 10,000 women were randomly as- 
signed to either the treated group, where women 
were given an oral contraceptive or the control 
group, where women were given a different method 
of contraception. Each group contained approxi- 
mately 5,000 women. At the end of the study, 
nine of the 5,000 treated and eight of the 5,000 
not treated were found to have had a blood-clotting 
disease.23 The observed (positive) difference, then, 
was 1/5000 (or 0.0002). 

For a number of reasons, the methods by which 
such observed differences lead to assessments of 
"no (significant) increase" in hazard (i.e., NI- 
assessments) are statistical. First, the NI-assess- 
ment refers to two experimental populations of 
women: one where all take the pill and one where 
none do. The treated and control groups actually 
observed, however, only constitute samples from 
each. Second, numerous factors other than an oral 
contraceptive may cause or prevent blood-clotting 
diseases; so the difference observed may be due 
to these factors and not strictly to the presence 
or absence of the treatment of interest. As a result, 
the observed difference does not logically entail 
the NI-assessment. The data is first used to reach 
a statistical report; then that report leads to the 
NI-assessment. In the Fuertes' study, as in most 
studies of this type, this is accomplished by a test 
of the statistical significance of differences. 

This test itself, of course, requires that certain 
assumptions be met by the study actually per- 
formed; and these assumptions must be checked 
in scrutinizing an NI-assessment. Such scrutiny 
calls for a separate analysis that I will not address 
here, but this separate analysis will itself involve 
running various tests of the significance of dif- 
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ferences.24 So, for either analysis, the place to 
start is with the significance test. 

A Test of the Statistical Significance of 
Differences 

A test of the significance of differences sets up 
a statistical hypothesis, H, the null hypothesis. 
In the Fuertes' study, the null hypothesis is that 
an oral contraceptive has a "null" effect on a 
woman's chance of suffering blood-clotting 
disorders: 

H: The probable (mean) incidence of clotting dis- 
orders in women treated (with the pill) does not 
exceed the probable incidence among the controls. 

So the null hypothesis asserts that any observed 
difference in clotting rates in the sample of treated 
and control subjects is merely due to accidental 
fluctuations. 

The test consists of a rule that specifies which 
of the possible observed differences is to be taken 
as rejecting the null hypothesis. Rejecting H in 
this context is tantamount to accepting an al- 
ternative hypothesis, J, which in this case asserts 
that there is some positive increase in the inci- 
dence of blood-clotting disorders among women 
taking oral contraceptives.25 A rejection of H is 
a positive result; a failure to reject is a negative 
one. The observation of any positive difference 
in incidence-even if quite large-is logically 
consistent with the truth of the null hypothesis 
H. But H asserts that "large" differences are rare. 
Using statistical knowledge, it is possible to cal- 
culate how frequently a difference as large as, or 
larger than, the one observed would arise, assuming 
that the null hypothesis H is true. This is the 
significance level of the observed difference, often 
referred to as its p-value. 

The statistical significance (p-level) of an observed 
difference measures how often a difference as large 
as or larger than the one observed would arise if 
the null hypothesis H (e.g., zero increase) were 
true. 

Unfamiliarity with p-values has led many com- 
mentators to accept that such reports are likely 
to be inaccessible to various groups of non- 
scientists. Thomas 0. McGarity, for example, 
suggests that judges are unqualified to review 
technical aspects of disputes because 

The appellate judge who has no idea what a 'p' 
value is will not find the answer in a typical 
scientific rulemaking record.26 

It is implausible, he suggests, to train them in 
such technical matters. But, as I hope to show, 
it requires very minimal "technical training" to 
understand the central idea of p-levels. 

Significance levels may be construed as giving 
standard units for measuring the distance between 
the observed difference in incidence and the dif- 
ferences expected assuming the truth of hypothesis 
H.27 This distance measure is inverted: The larger 
the significance level, the smaller the distance 
of the sample data from the data expected under 
hypothesis H. The smaller the significance level, 
the larger this distance; that is, the smaller the 
chance of such a difference occurring if in fact H 
is true. It is intuitively plausible to reject H when 
(and only when) the observed data is far from 
what would be expected if H were true. This in- 
tuition is precisely captured in a typical test of 
H: 

Test of H: Reject H (zero increase) if and only if 
the significance level of the observed difference 
(in incidence rates) is sufficiently small. 

How small should a significance level be required 
to be before the null hypothesis (of zero increase) 
is rejected? Conventional choices are 0.05 and 
0.01; but the justification for these levels (as op- 
posed to, say, 0.08 or 0.03) is known to be con- 
troversial (see Note 161. Still, there is little lif 
any) dispute that unless a significance level is 
reasonably small (say, 0.15 or less) the result does 
not warrant rejecting the null hypothesis (i.e., it 
does not warrant a positive result). For the sig- 
nificance level equals the chance that such a re- 
jection is a false positive; and an inference with 
a high chance of being in error is not felt to be 
warranted. 

What is the significance level of the difference 
observed in the Fuertes' study? Of the 5,000 women 
who took the oral contraceptive, there was only 
one more case of a blood-clotting disease than 
among the 5,000 who did not take the contra- 
ceptive; the difference was 1/5000. Even if the 
null hypothesis (zero increased incidence) were 
true, differences as large as (or larger than) 1/5000 
would occur 40% of the time.28 Hence, the sta- 
tistical significance of the observed difference in 
the Fuertes' study is 0.4. Such a result (often re- 
ported simply as "not statistically significant") is 
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that do not arise from unambiguous mathematical 
or scientific considerations are lumped under 
"policy value" choices. Second, whatever requires 
considerations of values or "discretion" is thought 
to fall outside the proper domain of purely sci- 
entific expertise. Given both these assumptions, 
it is not surprising to find the role of the statistical 
expert reduced to the formal calculation of such 
things as significance levels. 

Such a view, however, is radically divorced from 
the uses to which statistical tests can be and often 
are put in reaching such evidential claims as that 
stated by the FDA Advisory Committee in 1969: 

The probability of a series of differences as large 
or larger than that observed is greater than 0.5. 
Thus there is no evidence from this material that 
the risk is enhanced....30 

Does the report of a high significance level, then, 
warrant the assessment "no evidence of increased 
incidence of hazard"? That admittedly requires 
going beyond formal statistical reports themselves. 
But it does not thereby go beyond the proper do- 
main of statistical-scientific expertise {even if we 
accept the second assumption excluding policy 
values from this domain). 

What is required to answer such questions is 
an understanding of the scientific lor evidential) 
import of a statistical report, and more specifically, 
the import of "failing to find a statistically sig- 
nificant difference (with a given test)." Although 
there is much disagreement as to what information 
such a statistical report provides, these disagree- 
ments do not essentially revolve around policy 
values-at least not if they are correctly under- 
stood. These disagreements, rather, concern the 
metastatistical problem of interpreting negative 
statistical reports. 

> (2) HAZARD ASSESSMENT NI: Evi- 
va \ dence indicates no increase ,NI, 

:/ \in average incidence of blood- 
^ <, clotting disorders among women 

+ 
_ 

on the Pill 

\ 

taken as grounds for not rejecting hypothesis H: 
it is a negative result. If it were taken to reject 
hypothesis H (positive result), then it would do 
so erroneously 40% of the time. Figure 1 shows 
the relations between the statistical report (of the 
observed significance level, for example) and the 
three stages of hazard analysis sketched earlier. 
Although there is little disagreement that signif- 
icance levels as large as 0.4 should not be taken 
to reject hypothesis H, there is a great deal of 
disagreement as to what such a "failure to reject 
the null hypothesis" indicates about the actual 
extent of the hazard. The move from a technical 
statistical report (of the observed p-level) to an 
assessment of hazard goes beyond pure formal 
statistics; and it is in this move that interpretive 
disagreement arises. Does it follow that once the 
statistician reports the significance level, his or 
her objective statistical work is done? The pre- 
vailing view seems to be that it does. McGarity 
makes this point very clearly. 

Statisticians can tell the decisionmaker the prob- 
ability that the observed result is attributable 
merely to chance or, in other words, the probability 
that the result is a 'false positive'; but that is 
the limit of scientific expertise. Whether a given 
probability of a 'false positive' result forms an 
acceptable foundation for a particular regulatory 
action is quintessentially a policy question.29 

According to this view, the stage of hazard as- 
sessment essentially collapses upon the stage of 
hazard evaluation. But this leaves no room between 
questions of policy values and questions of how 
well the assessment itself is warranted by the 
data. 

Notice how this view arises out of the two 
general assumptions cited earlier. First, all judg- 
ments involved in reaching hazard assessments 

DATA (Fuertes): 
9 of 5000 women on 
the Pill, and 8 of 
5000 not on the Pill 
had blood-clotting 
disorders 

(1) 

The observed difference 
= 1/5000 (.0002) 1n) 

' 

(Technical) STATISTICAL REPORT: 
The significance level of the data = .4 

(3) 
HAZARD EVALUATION 

Figure 1 
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Understanding a Negative Statistical Result: 
Of Tests and Scales 

Understanding negative statistical results is 
analogous to understanding any negative result 
in science. Among the most familiar is the negative 
result produced by Michelson and Morley in testing 
the (null) hypothesis: The ether has no effect on 
the velocity of light in any direction. Immense 
effort went into showing that their apparatus 
would have detected even a small change in the 
speed of light had there been one. Only then was 
it possible to resolve the controversy as to whether 
their failure to detect a difference in velocity truly 
indicated that no ether effect existed.31 Analo- 
gously, understanding a negative statistical result 
requires understanding what sort of increase (in 
hazard) the significance test in question would 
have detected (with fairly high frequency) had 
there been such an increase. 

This point is both obvious and familiar. It can 
be shown by pressing my weight analogy a bit 
further. To find out whether I have gained any 
weight since I weighed in last week, say, at 125 
pounds, I conduct this test: I weigh myself on a 
scale that is stuck at reading 125 pounds. If the 
scale reads 125, I conclude I have gained no weight. 
But this silly "test" had no chance of detecting 
an increase even if I did gain weight. This extreme 
case illustrates a general rationale for interpreting 
negative results: If the test had no chance of de- 
tecting an increase, a negative result (failing to 
detect an increase) clearly does not mean there 
was no increase. 

Suppose I run a second test. I weigh myself on 
a digital readout scale where weight is expressed 
in whole pound units. The result turns out to be 
the same weight in pounds as last week. Should 
I conclude I have not gained even as little as one- 
half pound? Since my test had little chance of 
detecting such a small increase, even if I had 
gained it, this negative result is poor grounds for 
thinking I have not gained one-half pound. On 
the other hand, this negative report is a good 
indication that I have not gained as much as a 
full pound. For, had I gained a pound, then it is 
unlikely that the scale would have registered no 
gain from last week. (It is likely that a one-pound 
increase would have caused some observed gain.) 
Moreover, my negative reading is an even better 
indication that I have not gained as much as five 
pounds, and better still that I have not gained 10 
or more. A very simple principle thus emerges: 

A failure to find a difference in scale reading only 
indicates the nonexistence of a given increase (in 
weight) if the instrument used had a reasonable 
chance of finding a difference were it in fact to 
exist. 

We can apply this principle toward understand- 
ing the failure to find a difference more statistically 
significant than 0.4, where the instrument now 
is a statistical test. In doing so, a point too often 
overlooked becomes apparent; namely, not all 0.4 
statistically insignificant differences indicate the 
same absence of increase. What they indicate will 
vary with the size of increase that the given test 
had a fairly good chance of detecting; that is, the 
result will vary with the sensitivity of the test. 

In some cases, the sample size may have been 
so small (relative to the incidence rate of the 
hazard in question) that the test had a very poor 
chance of picking up any but the grossest increases. 
Such an insensitive test can be specified so that 
it is overwhelmingly likely not to reject the hy- 
pothesis H of zero-increase. This might reflect a 
deliberate desire for the substance tested to get 
a clean bill of health, or (as is often the case) it 
may be that a large enough sample is deemed 
impractical or unethical.32 How then can I main- 
tain that an objective understanding of a test result 
is possible? 

The answer is that it does not matter why the 
test was specified the way it was at least not for 
the sake of understanding what increased hazard 
is or is not indicated by the result. My subjective 
interest in avoiding a report of weight gain of a 
given amount may be the reason for my choosing 
to use a given scale, but one would not suppose 
that criticizing what the scale really says about 
my weight gain is a matter of my subjective values 
as well. 

How to Tell the Truth (about Hazard 
Assessments) with Metastatistics 

To illustrate both the problem and the solution 
that I am recommending, I will describe an im- 
aginary social group whose attitude toward the 
hazards of oral contraceptives is this: "No increased 
risk of blood-clotting diseases" should mean that 
"no more than one additional case of such a disease 
results for every 10,000 women on the pill" (over 
a given period). All members of this group demand 
evidence showing that no more than one additional 
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in 10,000; that is, suppose that oral contraceptives 
cause, on average, two additional cases of blood- 
clotting disorders per 10,000 women. But in that 
case, a result as insignificant (as close to zero) or 
even more insignificant than the one we obtained 
(i.e., 2/10,000) would occur 50% of the time.34 
Surely, failing to reject the zero-increase claim 
with the result of the Fuertes' study cannot be 
taken as ruling out positive increases as small as 
two in 10,000. The result of the study (0.4 insig- 
nificant difference) is just the sort of thing that 
occurs half the time in studies of substances that 
cause two additional cases of the disorder per 
10,000 women. If such a result were taken as 
warranting the assessment "The increased inci- 
dence of clotting diseases among pill takers is no 
greater than 2 in 10,000," then it would lead to 
erroneous assessments 50% of the time. 

Such an error is an example of a false negative; 
a report of a statistically insignificant result is 
taken as evidence that the increased hazard is no 
more than some fraction when, in fact, the increase 
exceeds this fraction. The 50%, in the above ex- 
ample, then, refers to the probability that the 
Fuertes' data would lead to false negatives of this 
sort. Although considerable attention is focussed 
on the frequency of false positives (i.e., on the 
significance level or p-value of the difference), the 
frequency of false negatives is rarely reported and 
often ignored. Yet the frequencies of false negatives 
afford a crucial tool for understanding what a neg- 
ative result does and does not "say" about the 
actual increased hazard. 

The manner in which it does so was exemplified 
above. It was reasoned that a result as insignificant 
as (or even more insignificant than) the one ob- 
served occurs as much as 50% of the time if the 
increased incidence of hazard is as much as two 
cases per 10,000 women. Therefore, the observed 
result is not a good indication that the increased 
incidence of clotting disease is less than two cases 
per 10,000 women (on the pill).35 This observation 
can be generalized in the following metastatistical 
rule: 

(M-1): A statistically insignificant difference (i.e., 
a non-rejection of H: O-increase) is a poor indication 
that the increased hazard is less than some fraction 
f to the extent that such an insignificant result 
frequently arises even if the increased hazard is 
not less than f. 

This rule suggests that an insigriificant difference 
warrants ruling out only those increased hazard 

case of clotting disorders per 10,000 women is 
expected before the designation "no significant 
increased hazard" {with respect to such disorders) 
is warranted. How well is this minimal policy 
requirement reflected in the Fuertes' assessment? 

If we examine the Fuertes' data, we find that 
the only "hard scientific facts" are these: nine 
out of 5,000 women on the oral contraceptive (for 
ten years) and eight of 5,000 not on them developed 
blood-clotting diseases. This difference has sig- 
nificance level 0.4, which the Fuertes' study asserts 
is not deemed significant enough to reject the 
null hypothesis of zero-increased hazard. If I know 
a little statistics, then I understand that such a 
result would occur 40% of the time even if the 
hypothesis of zero-increase were true. But a mem- 
ber of the interested subgroup might still seek an 
answer to the question: Does this result constitute 
evidence that no more than one additional case 
of the disease would be expected per 10,000 
women (on the pill)? 

Work on values and public policy asserts only 
that, beyond the facts, one needs to consult policy 
values; only policy value considerations can help 
in interpreting technical statistical results upon 
which hazard assessments are based. Notice, in 
this scenario, the subgroup is in possession of the 
(alleged) facts (further details of the study could 
be added as well). They also know the policy 
value that they wish to see reflected in the as- 
sessment. Nevertheless, members are still unable 
to tell how well this value has been reflected in 
the Fuertes' assessment. Is it possible to do better? 
Yes, it is. The place to start is with the intuitive 
principle reached earlier. It alerts the questioner 
to the underlying increases not ruled out by neg- 
ative results. As statistician A.W. Edwards warns, 

Repeated non-rejection of the null hypothesis is 
too easily interpreted as indicating its acceptance, 
so that on the basis of no prior information coupled 
with little observational data, the null hypothesis 
is accepted.33 

In other words, failing to reject the hypothesis 
of zero-increase is not the same as having positive 
evidence that the increased hazard is exactly zero. 
For, very small and even zero differences in the 
observed effect (between treated and control 
groups) can occur when the actual increase exceeds 
zero. In fact, they may occur with great frequency. 
Suppose, for instance, that the actual increase in 
the incidence of blood-clotting disorders was two 
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rates that would infrequently give rise to so small 
a (positive) difference (between treated and control 
subjects). Although the result of the Fuertes' study 
fails to rule out increased hazards as small as two 
in 10,000; it does provide grounds for ruling out 
increased hazard rates as large as two cases in 
1,000 women. Why? Because if the increased haz- 
ard were as large as two cases per 1,000, such an 
insignificant result would occur only 2% of the 
time (i.e., 98% of the time a larger difference 
between treated and controls would arise).36 The 
reasoning is analogous to that of the weighing 
example: If such a small difference (e.g., in scale 
reading) would almost never arise using this test 
(instrument) and if the actual increase in hazard 
(in weight) were as much as f (e.g., one pound), 
then observing such a small difference is a good 
indication that the actual increase was not as 
large as f. This reasoning is capsulized in the 
following companion to rule M-l: 

(M-2): A statistically insignificant difference (in 
testing H: O-increase) is a good indication that 
the increased hazard rate is less than some fraction 
f to the extent that such an insignificant result 
rarely results from an increase as large as f.37 

Implications for Understanding and Criticizing 
NI-Assessments 

The metastatistical rules M-1 and M-2 provide 
an answer to the question I raised for the imaginary 
societal group, namely, "Do the Fuertes' data pro- 
vide good evidence that no more than one addi- 
tional case of a blood-clotting disease per 10,000 
women on the pill is expected?" The answer is 
no. 

According to M-2, the Fuertes' data tell only 
that there are no grounds to fear that the increased 
hazard rate is as large as two cases per 1,000 
women; but that conclusion does not provide as- 
surance to individuals worried about increased 
hazard rates as small as one case in 10,000. For, 
according to M-l, the result was seen to fail to 
rule out increases of two in 10,000; and, as one 
would expect, it provides even poorer grounds for 
ruling out increased hazards of only one in 10,000.38 
Suppose that the NI-assessment, based on results 
such as the Fuertes' study, is stated specifically 
as "The results indicate no more than 1 additional 
case of clotting disorders among 10,000 women 
on the pill is expected." The rule M-1 enables 

one to show effectively that such an assessment 
is flawed. Given the study performed and the sta- 
tistical test applied, the statistical result simply 
does not warrant ruling out such a small increased 
hazard; to interpret it as if it does is to misinterpret 
it. 

If the hazard assessment of no-increase (NI) is 
stated vaguely as "The results indicate no sig- 
nificant (or no relevant) increase in incidence of 
blood-clotting hazards (among women on the Pill)," 
then, although these metastatistical rules do not 
reject such an assessment outright, they may be 
used to: (i) Ascertain the approximate lower bound 
that the negative result warrants ruling out39 and 
use this to check how well subsequent hazard 
evaluations and policies accord with one's tol- 
erance of hazard; and (ii) Compare this hazard 
with the lower bound of hazard associated with 
a different substance by applying M-1 and M-2 
to studies of the latter. If data on the latter sub- 
stance (e.g., cyclamates) are found to indicate an 
increased hazard no greater than that shown for 
the former (e.g., oral contraceptives), and yet the 
latter leads to very different regulatory decisions, 
then one should be able to point to specific dif- 
ferences in policy values effectively operating in 
the two cases. 

By applying rules M-1 and M-2 to a variety of 
studies of the sort being considered here, we can 
gain a real understanding of negative statistical 
results. Armed with such tools, the public40 will 
be in a better position to understand controversies 
based on negative hazard assessments and to dis- 
tinguish issues of statistical evidence from issues 
of policy value. Interested individuals may begin 
to demand, in a way experts understand, that 
studies be carried out only if they have a reasonable 
chance of providing sufficient evidence about 
hazards of interest. For example, if one wanted 
to ensure that a non-rejection of the null hypothesis 
in the Fuertes' study would indicate that increases 
as small as one in 10,000 could be ruled out, the 
treated and control groups would have to contain 
approximately one million women each.41 The 
impracticality of sufficiently large samples may, 
of course, often force hazard assessments to be 
made with less complete data, thereby necessi- 
tating more subtle statistical considerations in 
interpreting the data. As I have argued, these con- 
siderations are not mere policy value preferences 
for which expert assessors cannot rightly be 
challenged. 

Ultimately, a system of metastatistical rules 
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may be formulated not only for the assessment 
of no-increased hazard but also for other types of 
statistical claims upon which public policies are 
often based.42 Such metastatistical rules would 
require information from a great many areas, and 
hence formulating such rules is a task uniquely 
suited to the interdisciplinary study of science 
and society. By taking on this task, such in- 
terdisciplinary studies would begin to serve the 
important function of increasing the public's 
understanding of, and ability to resolve, policy 
controversies having serious consequences for 
society. 
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difference hypothesized in J + 2 (0.002) by 2 standard 
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37. Someone may ask whether the specification of 
"rarely" in M-2 (and for "frequently" in M-l) does 
not allow, if not require, the entry of value con- 
siderations in the interpretation of test results- 
vitiating my claims for the objectivity of these 
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paring the size of increase that negative (statistical) 
results begin to rule out-as opposed to those clearly 
not ruled out. They correspond to asserting that 
an observed insignificant difference is a fairly good 
indication that J + 1: f is less than 1 standard 
deviation in excess of the observed difference; and 
that it is a very good indication that J + 2: f is 
less than 2 standard deviations in excess of the 
observed difference. While such choices for "rarely" 
reflect the value placed on learning the actual in- 
creased hazard, and avoiding erroneous assertions 
about the extent of hazard, these are epistemological 
and scientific values, not policy values. 

38. To assert that an observed difference indicates an 
increased risk no greater than the observed difference 
would lead to false negatives 50% of the time (see 
notes 34 and 35). Thus, to claim it rules out even 
smaller increases would lead to false negatives more 
than 50% of the time! 

39. Corresponding to 0.15 and 0.02 as "rarely" in 
M-2, for example, are the lower bounds, 1 and 2 
standard deviations in excess of the observed dif- 
ference. See note 37. 

40. In practice it is likely to be various representatives 
of the public who would actually be involved in 
applying these tools. What matters is that as a 
result, the possibility of scrutinizing statistical 
hazard assessments would become open to any in- 
terested individuals. 

chance J + 2 
is asserted 2 % \ 
erroneously \\.. x 

41. If the negative result is required to be as insignificant 
{p-level 0.4) as the Fuertes' data, 1/2 million in 
each group would suffice for ruling out increases 
in hazard greater than 1/10,000. i.e., Such a result 
would indicate that 1/10,000 is a reasonable lower 
bound (using approximately 0.02 for "rarely" in M- 
2). See note 39. For an explanation of how to cal- 
culate lower bounds from negative experiments in 
which the treated and control groups are observed 
to have the same incidence of the hazard, see FDA 
Advisory Committee on Protocols for Safety Eval- 
uation, op. cit., (note 32), p. 430-432. They provide 
a useful chart of the lower bounds ruled out even 
by so extreme a negative result (zero difference 
observed) for various sample sizes. If such charts 
were made available to the public along with meta- 
rules like M-1 and M-2, it would be very easy to 
grasp the approximate increased hazard ruled out 
by a negative result with a given sample size. It is 
just the observed difference added to the charted 
lower bound. 

42. The pill was originally marketed on the basis of a 
study of only 132 women. That a negative result 
from so insensitive a study fails to provide grounds 
for a no (significant) hazard assessment is, and 
should have been, apparent. Unfortunately, flagrant 
misinterpretations of data are still common. A re- 
mark by the statistician Irwin Bross, in commenting 
on the Ethical Guidelines for Statistical Practice 
(op. cit. note 12, p. 13) merits quoting in full: 

It has become government policy to allege that 
an agency's positions are supported by its statis- 
tical reports even when, in fact, the agency's own 
data refute the claims. Recently I have reanalyzed 
(with simple, standard statistical methods) a series 
of government reports on technogenic health 
hazards that claimed that there was no evidence 
of excess risk. In every case there was clear, sta- 
tistically significant evidence of hazardmat Love 
Canal, Three Mile Island, ... in the children of 
Japanese A-bomb victims, and elsewhere .... 

What is so striking about such cases is that they 
illustrate how merely being able to understand a 
simple statistical significance test can make the 
difference between a correct and an incorrect de- 
cision about hazards with possibly enormous so- 
cietal consequences. 

J+2 (general): the increased incidence 
does not exceed the observed dif- 
ference (in hazard) by more than 
2 standard deviations 
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